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Abstract

How do people come to opposite causal judgments about societal problems, such as whether a public
health policy reduced COVID-19 cases? The current research tests an understudied cognitive mecha-
nism in which people may agree about what actually happened (e.g., that a public health policy was
implemented and COVID-19 cases declined), but can be made to disagree about the counterfactual,
or what would have happened otherwise (e.g., whether COVID-19 cases would have declined natu-
rally without intervention) via comparison cases. Across two preregistered studies (total N = 480),
participants reasoned about the implementation of a public policy that was followed by an immedi-
ate decline in novel virus cases. Study 1 shows that people’s judgments about the causal impact of
the policy could be pushed in opposite directions by emphasizing comparison cases that imply dif-
ferent counterfactual outcomes. Study 2 finds that people recognize they can use such information to
influence others. Specifically, in service of persuading others to support or reject a public health policy,
people systematically showed comparison cases implying the counterfactual outcome that aligned with
their position. These findings were robust across samples of U.S. college students and politically and
socioeconomically diverse U.S. adults. Together, these studies suggest that implied counterfactuals are
a powerful tool that individuals can use to manufacture others’ causal judgments and warrant further
investigation as a mechanism contributing to belief polarization.
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Publicly available data indicate that there have been sharp fluctuations in coronavirus cases
throughout the pandemic (Johns Hopkins Coronavirus Resource Center, 2022). While this
trend is evident, there have been frequent debates about whether a given public health policy,
such as masking or vaccination, had a causal impact on mitigating the virus (Deane, Parker,
& Gramlich, 2021). In the present research, we ask: How do people come to opposite causal
judgments about a societal intervention, such as whether a particular public policy impacted
virus case rates during a global pandemic? Previous research has identified several important
mechanisms, including exposure to different types of information and people’s tendency to
be more critical of information that counters their prior beliefs (i.e., confirmation bias; Xu,
Coman, Yamamoto, & Najera, 2023). Here, we propose that disagreements can persist even
when people agree about what actually happened (i.e., that a policy was implemented and
virus cases subsequently declined) because they can be made to disagree about the counter-
factual of what would have happened otherwise (i.e., the trajectory of virus cases had the pol-
icy not been implemented). In two preregistered studies, we examined the extent to which (a)
causal judgments about a policy can be pushed in opposite directions by emphasizing compar-
ison cases that imply different counterfactual outcomes (Study 1), and (b) people selectively
highlight comparison cases to persuade others to reach specific causal conclusions (Study 2).
The focus of this study is distinct from prior research in that it highlights how societal dis-
agreements not only hinge on people’s understanding of events that actually happened, but
also on events that could have happened. Another major contribution of this research is that it
examines multiple processes underlying belief polarization: people’s own differential causal
reasoning and their attempts to influence others’ causal reasoning.

The current research is informed by counterfactual theories of causal judgment
(Gerstenberg, Goodman, Lagnado, & Tenenbaum, 2021; Lewis, 1973; Lucas & Kemp, 2015;
Mackie, 1974; Quillien & Lucas, 2023; Woodward, 2005). According to this view, peo-
ple determine causality by comparing the actual, known outcome to a counterfactual that
informs what would have happened if the candidate cause had been absent. If the com-
parison between the actual and counterfactual outcomes reveals that the candidate cause is
“difference-making,” people endorse it as causal.

At least when reasoning about everyday causal phenomena (e.g., common life events, such
as test performance), there is robust evidence that people rely on counterfactuals and that there
is remarkable consistency in which counterfactuals they consider (Byrne, 2016; Gerstenberg
et al., 2021; Roese & Epstude, 2017). The clearest evidence for similarities in counterfactual
thinking come from studies in which people have robust prior causal knowledge and are
not motivated to reach a particular causal judgment, like in the domain of intuitive physics
(Gerstenberg et al., 2021). For example, when determining whether Ball A caused Ball B to
go through a gate, people reliably visualize the accurate path that Ball B would have taken had
it not been hit by Ball A (Gerstenberg, Peterson, Goodman, Lagnado, & Tenenbaum, 2017).
However, this counterfactual framework has rarely been applied to understand how people
make sense of complex societal problems (for important exceptions, see Kominsky, Reardon,
& Bonawitz, 2021; Quillien & Barlev, 2022), which may introduce new inferential problems
when making causal judgments.
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Here, we consider three problems for judging the causal impact of a public health policy
in a global pandemic, and also consider the practical implications for understanding soci-
etal belief polarization. First, people in these instances typically lack the relevant causal
knowledge to simulate what would have happened without intervention (Amemiya, Heyman,
& Walker, 2021; Caddick & Rottman, 2021; Kominsky et al., 2021). Ideally, people could
observe an experiment that compares (a) virus cases when their society implements the pol-
icy (i.e., actual outcome) versus (b) virus cases when their society does not implement the
policy, to generate the counterfactual outcome. Indeed, making such comparisons to generate
counterfactuals is central to scientific reasoning: Scientists compare the treatment group to a
control group (often referred to as the “counterfactual”’; Robinson, McNulty, & Krasno, 2009)
to estimate the causal effect of treatment (Leatherdale, 2019). This ability also plays a central
role in intuitive science—even young children compare situations in which a variable was
present to those in which it was absent to make novel causal judgments (Goddu & Gopnik,
2020; Nyhout & Ganea, 2021; Walker & Nyhout, 2020).

In the context of a novel societal problem, like a pandemic, people are unable to observe
what would have happened otherwise within a particular society. Instead, they must indirectly
infer the counterfactual, by comparison with another society that did not implement the pol-
icy. Indeed, during the COVID-19 pandemic, news reporters regularly compared countries
that varied in their responses to judge the effectiveness of a specific country’s policy (Con-
nolly, 2020). However, comparing different countries introduces a second problem: Because
no two countries are matched on all potentially relevant background variables (i.e., there is
no perfect experiment), people must rely on imperfect comparisons and decide which back-
ground variables are most critical to match (Leatherdale, 2019). For instance, when reasoning
about the effect of a policy in the United States, would the outcomes in Mexico or Aus-
tralia indicate the more valid counterfactual of what would have happened otherwise? This
depends on which dimension of similarity is most relevant to account for: for example, is
it more important to equate the target and counterfactual on geographical factors (in which
case, Mexico is the better counterfactual) or socioeconomic factors (in which case, Australia
is the better counterfactual)?

Given the uncertainty about which comparisons are most relevant, a third problem arises.
Specifically, people may be susceptible to whichever comparisons are emphasized, including
those that come from partisan news channels and other biased sources (see also Kominsky
& Phillips, 2019; Phillips, Luguri, & Knobe, 2015). People may also recognize that they
can manipulate others by highlighting certain comparison cases, further exacerbating belief
polarization. Indeed, there is some initial evidence that people flexibly use comparisons to
imply a counterfactual outcome, at least to produce affective responses to societal prob-
lems (Eibach & Ehrlinger, 2006; Markman, Mizoguchi, & McMullen, 2008). For example,
Markman et al. (2008) noted that to mitigate the U.S. abuse of Iraqi prisoners in Abu Ghraib,
some politicians emphasized that treatment would have been worse under Saddam Hussein.
Experiments indicated that people’s emotions shifted in response to this comparison; partic-
ipants who were prompted to think about this counterfactual outcome felt better about Abu
Ghraib. Of particular relevance to our investigation, former President Trump defended his
policy decisions during the pandemic by comparing U.S.’s cases to European countries with
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higher covid cases and ignored countries that were faring better (Smith & Edwards, 2020).
Yet, no research to our knowledge has examined whether implying different counterfactu-
als impacts people’s causal judgments about public policies, which are important for policy
adherence (Moran et al., 2021).

The present research

The present research was informed by the observation that different people make opposing
causal judgments about societal events, like a global pandemic. Prior research has highlighted
the important role of being exposed to different types of information about what actually
happened and people’s tendency to be more critical of information if it conflicts with their
prior beliefs (Xu et al., 2023). Here, we focus on how people can come to opposing judgments
even when they agree about the events that actually happened because they are prompted to
consider different counterfactual outcomes via specific comparison cases.

We conducted two related studies to test this mechanism. In Study 1, we examined whether
we could push participants’ causal judgments about a public health policy in opposite direc-
tions by emphasizing comparison cases that imply the counterfactual that virus cases (a)
would have continued to increase in the absence of intervention (supporting the causal rela-
tionship) or (b) would have declined on their own (providing evidence against the causal
relationship). In Study 2, we asked people to imagine that they were politically motivated to
either support or reject a particular public policy, and we examined whether they select com-
parison cases implying a counterfactual outcome to persuade others’ causal judgments. For
robustness, both studies included a sample of U.S. college students and a replication sample
of U.S. adults who were diverse in political orientation and educational attainment.

Transparency and openness statement

We report below how we determined our sample size, all data exclusions, all manip-
ulations, and measures in the study, following the APA Journal Article Reporting Stan-
dards (Kazak, 2018). The data, code, and materials for the studies are publicly accessi-
ble at OSF: https://osf.io/ja84e/. The preregistrations for Study 1 are at https://aspredicted.
org/LYT_32R (college sample) and https://aspredicted.org/HLM_WG3 (Prolific sample); the
preregistrations for Study 2 are at https://aspredicted.org/QXZ_VDS (college sample) and
https://aspredicted.org/VZB_WMEF (Prolific sample). Data were analyzed using R, version
4.0.4 (R Core Team, 2020), and the packages tidyverse (Wickham et al., 2019), stats (R Core
Team, 2020), and Isr (Navarro, 2016).

1. Study 1

Study 1 examined the first part of our proposal, specifically, that emphasizing compari-
son cases implying different counterfactuals may lead to opposing causal judgments about a
public health policy. This study was conducted in October 2021 (U.S. college sample) and
replicated in April 2023 (Prolific sample).
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1.1. Method

1.1.1. Participants

Participants (total N = 240) were 120 undergraduate students (89 women, 28 men, 2 non-
binary, 1 did not report; 59 Asian, 21 Latine/x, 19 White, 6 Middle Eastern or North African,
11 Mixed, 2 Black, 2 did not report) who attended a large, public university in the West Coast
region of the United States, as well as 120 participants recruited from Prolific (Mye. = 45
years, SD = 13; 63 women, 56 men, 1 nonbinary; 83 White, 13 Latine/x, 11 Black, 7 Asian,
5 Mixed, 1 Native American).

College participants skewed liberal in their political orientation (7 extremely liberal, 45
liberal, 16 slightly liberal, 9 moderate, 5 slightly conservative, 4 conservative, 0 extremely
conservative, 21 did not identify with a political orientation, 13 did not report). Prolific partic-
ipants were politically diverse (19 extremely liberal, 33 liberal, 12 slightly liberal, 9 moderate,
14 slightly conservative, 22 conservative, 10 extremely conservative, 1 did not identify with a
political orientation). The Prolific sample was also diverse in educational attainment (43 high
school diploma, 26 associate’s or technical degree, 3 some college, 30 bachelor’s degree, 14
master’s degree, 4 professional degree), and their median self-reported income was $50,000.

The sample size (n = 120) was based on a power analysis in G¥*Power (Faul, Erdfelder,
Buchner, & Lang, 2009) that indicated we would need 55 participants to detect a medium
effect size (2 = .15) of study condition with a power of .80 and alpha level of .05. We dou-
bled this sample size to allow for exploratory analyses and rounded it so that there are an equal
number of participants in each counterbalance (Island and U.S. states). An additional 19 par-
ticipants (12 college, 7 Prolific) were dropped due to failing at least one of the comprehension
checks.

1.1.2. Procedure
Participants completed the study via the Qualtrics online platform. A complete description
of the procedure can be found in the online Appendix.

1.1.2.1. Training modules: Participants first completed two training modules designed to
help them to interpret the key figure used in the experimental manipulation. These included
a locations training module on whether the locations were U.S. states or islands (see online
Appendix, Section I) and a graph comprehension training module covering how to interpret
each element of the graph depicting the case rates in each location (see online Appendix, Sec-
tion II). Participants received corrective feedback on all questions in these training sections.

1.1.2.2. Experimental manipulation: All participants read the following news story
about a novel pandemic. In the story, only one location, Hawaii, implemented a public health
intervention:

In five regions of the world (Hawaii, United States; Hokkaido, Japan; Te Waipounamu,
New Zealand; Oregon, United States; California, United States), there was a novel virus
that began to spread. Leaders of the regions were unsure about what to do because this
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Fig. 1

. In this version of the graph, outcomes from Oregon and California suggest that Policy A was causal for

Hawaii’s reduced cases, while outcomes from Hokkaido and Te Waipounamu suggest that it was not. The other
version swapped the labels of Oregon and California with Hokkaido and Te Waipounamu.

was a novel virus that had never been seen before. But, together, the leaders decided on
a set of public policies, called Policy A. Hawaiian leaders chose to implement Policy A
on Day 5 to see if it would reduce infections. The other four regions did not implement
Policy A, waiting to see whether it worked in Hawaii.

Given that the four other locations did not intervene, these cases could serve as the implied
counterfactual for what Hawaii’s virus cases would have looked like had it not intervened (i.e.,
the “control groups”). The other locations were similar to Hawaii on one of two dimensions:
Either they were also U.S. states (Oregon and California) or they were also islands (Hokkaido
and Te Waipounamu). Participants read information that implied one set of locations (either
the U.S. states or the islands) was the more relevant comparison case, given their shared
background characteristics:

Scientists started to examine the virus and reported that the virus could have similar
trajectories in [island regions/the United States], but completely different trajectories
in regions that are not [islands/part of the United States]. The scientists weren’t sure
about the direction of the trajectories in these different places—the virus may decline
on its own or continue to increase. But the scientists strongly believed that, whatever the
direction, the virus trajectories would follow similar paths within [island/U.S.] regions.
This is because [island regions/states in the U.S.] have similar health care systems,
economies, and populations that are unique from [non-island/non-U.S.] regions.

Participants then observed the virus trajectories as presented in Fig. 1. In the Causal condition
(here, the U.S. states, Oregon and California), the emphasized comparison cases supported
the causal impact of Policy A because these data implied the counterfactual that Hawaii’s
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virus trajectory would have kept increasing without intervention. In the Not Causal condition
(here the islands, Hokkaido and Te Waipounamu), the emphasized comparison cases pro-
vided evidence against the causal impact of Policy A because they implied the counterfactual
that Hawaii’s trajectory would have declined naturally. We counterbalanced whether the U.S.
states or islands were causal by creating another figure that swapped the labels of Oregon and
California with Hokkaido and Te Waipounamu.

Importantly, we designed the pattern of the trajectories to assess the extent to which peo-
ple care about counterfactuals above and beyond other factors that are important for making
causal judgments. Specifically, we presented mixed evidence regarding patterns of covari-
ation (see Cheng, 1997). On the one hand, there was strong temporal covariation between
events that occurred in Hawaii across both the Causal and Not Causal conditions: Hawaii’s
implementation of Policy A was immediately followed by a stark decline in virus cases. If peo-
ple only consider temporal covariation information about target events when making causal
judgments, and do not counterfactual information, there should be no condition differences.
Rather, participants in both conditions should make strong judgments that Policy A caused
Hawaii’s decline in cases because of the strong temporal covariation between the target events
that occurred in Hawaii.

However, if people consider the most relevant counterfactual outcome for Hawaii and con-
sequently focus on specific regions (i.e., only U.S. states or only islands), there are condition
differences in the patterns of covariation within each region. For example, if focusing only
on the U.S. states in Fig. 1 (i.e., the Causal condition), there is strong covariation between
policy implementation and virus cases. In contrast, if focusing only on the islands (i.e., the
Not Causal condition), there is no covariation between these events. Thus, if people make
stronger causal judgments in the Causal versus Not Causal condition, this suggests that peo-
ple determine relevant regions using counterfactual reasoning and the covariation within each
region further shapes their causal judgments.

1.1.3. Dependent measures

Participants were asked to make a causal judgment about the policy intervention: “On Day
5, Hawaii’s virus cases began to decrease. How likely is it that this decrease was caused
by Policy A?” (0 = extremely unlikely to 100 = extremely likely). Participants were then
asked to explain their causal judgment with the question, “Why do you think that?” Causal
judgment questions always came before the counterfactual judgment (see below), to avoid
explicitly prompting participants to use counterfactual information (see the causal condition
in Gerstenberg et al., 2017 for a similar approach).

Participants next made a counterfactual judgment, which informed our interpretation of
the causal judgment data: “Imagine that Hawaii had not implemented Policy A and instead
had done nothing. Would the number of new cases after Day 5 have (A) decreased, (B) stayed
about the same, or (C) kept increasing?” Each option was accompanied by a graph illustrating
the trend (see online Appendix, Section V). Participants who selected Option A—that virus
cases would have decreased anyway—indicates they believed the policy did not make a dif-
ference. On the other hand, participants who selected Options B or C inferred that the policy
was difference-making, as cases would have been worse without intervention.
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Fig. 2. Participants’ causal and counterfactual judgments about the public policy based on whether the emphasized
comparison cases supported the causal relationship via the implied counterfactual, split by participant sample
(college vs. Prolific). Raw data (in orange and blue), means (in green), and 95% Cls around the condition means
are graphed.

Finally, all participants completed a final set of manipulation check questions and demo-
graphic information (see online Appendix, Sections VI and VII). To assess participants’
general attitudes about public mandates, we assessed both political orientation and beliefs
that public mandates are generally effective, asking, “Public mandates (e.g., requiring people
to wear masks and social distance) are effective in reducing the number of new virus cases
in a society” (0 = definitely disagree to 100 = definitely agree). U.S. college participants
were significantly more likely to agree with this item (M = 89) than Prolific adults (M = 73),
#(238) = 5.09, p < .001. To be included in the analyses, participants needed to pass all of the
final manipulation check questions (recall that an additional 12 college students and 7 Prolific
participants were dropped to failing at least one check).

1.2. Results

1.2.1. Causal judgments

We ran a linear regression that predicted participants’ causal judgments (on a scale of
0—100) by condition (1 = Causal, 0 = Not Causal), and included the emphasized dimension
as a covariate (1 = islands, —1 = U.S. states). The emphasized dimension was not related
to judgments, nor did it interact with condition in any analyses for Study 1 or 2, and thus
we will focus only on condition differences. As shown in Fig. 2 (college sample on left, Pro-
lific sample on right), participants’ causal judgments were significantly higher in the Causal
condition relative to the Not Causal condition, college sample: B = 23.33, SE = 5.48, p <
.001, 95% CI [12.48, 34.19], 8 = .37; Prolific sample: B = 35.53, SE = 6.07, p < .001, 95%
CI [23.51, 47.56], B = .48. Participants in the Causal condition endorsed Policy A as causal
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(college: M = 74.97, 95% CI [68.58, 81.36]; Prolific: M = 75.43, 95% CI [68.08, 82.79]),
whereas college participants were ambivalent and Prolific participants rejected causality in
the Not Causal condition (college: M = 51.63, 95% CI [43.02, 60.25], Prolific: M = 39.90,
95% CI [30.59, 49.21]).

1.2.2. Counterfactual judgments

We color-coded participants’ counterfactual judgments in Fig. 2, in which orange dat-
apoints indicate that participants judged that Policy A was difference-making (i.e., they
selected Options B or C which both show that Hawaii’s cases would have been worse without
the policy; 60% of the college sample and 58% of the Prolific sample picked Option C, the
more severe alternative that aligned with one set of counterfactuals, only 5% of the college
sample and 3% of the Prolific sample chose Option B), while blue datapoints indicate that
participants reasoned that it was not difference-making (i.e., they selected Option A which
show that Hawaii’s cases would have declined anyway; 35% of the college sample and 39%
of the Prolific sample picked Option A).

We ran a logistic regression predicting participants’ counterfactual judgments (1 =
difference-making, 0 = not difference-making) by condition, and similarly included the
emphasized dimension as a covariate. Participants were significantly more likely to infer that
Policy A was difference-making in the Causal condition relative to the Not Causal condition,
college sample: B = 2.61, SE = 0.51, p < .001, 95% CI [1.68, 3.68], OR = 13.57, Prolific
sample: B=1.74, SE = 0.42, p < .001, 95% CI1[0.94, 2.59], OR = 5.69. This effect is readily
apparent in Fig. 2, in which there are more orange relative to blue datapoints in the Causal
condition than in the Not Causal condition.

1.2.3. Relation between causal and counterfactual judgments

A linear regression predicting causal judgments from counterfactual judgments indicated
the two were strongly correlated, college sample: B = 47.65, SE = 4.33, p < .001, 95% CI
[39.07, 56.23], B = .71, Prolific sample: B = 55.06, SE = 4.95, p < .001, 95% CI [45.26,
64.85], B = .72, such that participants who inferred that cases would have been worse without
intervention made strong causal judgments (college: M = 80.01, 95% CI [75.27, 84.76], Pro-
lific: M = 79.18, 95% CI [73.23, 85.13]), while participants who inferred that cases would
have declined anyway made weak causal judgments (M = 32.26, 95% CI [24.82, 39.71],
Prolific: M = 24.26, 95% CI [16.62, 31.89]).

1.2.4. Secondary and exploratory analyses

Two independent coders coded participants’ open-ended explanations for their causal judg-
ments. The most common theme to emerge was mentioning the comparison cases that we had
emphasized (e.g., in the island version, “Because island health care systems are fairly similar,
so if a policy wasn’t implemented in Hawaii, we would expect to see results like what we
see in Japan and New Zealand. And because we don’t see similar reactions in Hawaii, we
can strongly infer it was due to the policy”), Cohen’s K = 0.88 for college sample; Cohen’s
K = 0.85 for Prolific sample (56% of college sample’s explanations; 49% of Prolific sam-
ple’s explanations). A smaller percentage of participants discussed the comparison cases that
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were not emphasized (e.g., in the island version, “Every state [that is] part of the United
States saw a similar decrease in cases even though they didn’t implement Policy A”), Cohen’s
K = 0.74 for college sample; Cohen’s K = 0.88 for Prolific sample (10% of college sample’s
explanations; 18% of Prolific sample’s explanations). The fact that people most commonly
cited comparisons in their explanations provides further evidence that people consider coun-
terfactual outcomes when making causal judgments.

A minority of participants focused solely on what happened in Hawaii (e.g., “Because the
line started to decrease right after day 5), Cohen’s K = 0.77 for college sample; Cohen’s
K = 0.72 for Prolific sample (18% of college sample’s explanations; 16% of Prolific sam-
ple’s explanations) or proposed or alluded to a causal mechanism for the policy (e.g., “Policy
probably affected the amount of exposure from the virus”), Cohen’s K = 0.64 for college
sample; Cohen’s K = 0.89 for Prolific sample (9% of college sample’s explanations; 16% of
Prolific sample’s explanations). This also provides support for the counterfactual account in
that few people relied solely on the strong temporal covariation between the actual events that
happened in Hawaii.

Finally, we explored the relationship between participants’ existing beliefs (i.e., liberal
political orientation and beliefs that public mandates are generally effective) and causal judg-
ments. We standardized and averaged these variables given their correlation (college: r =
46, p < .001; Prolific: r = .55, p < .001), with higher scores indicating a greater orientation
toward endorsing public mandates. We found that these pre-existing beliefs were correlated
with stronger causal judgments among the college students in the Not Causal condition, r =
.36, p = .02 (but not with causal judgments in the Causal condition, r = .11, p = .50), while
these beliefs were correlated with stronger causal judgments among the Prolific participants
in the Causal condition, r = .45, p < .001 (but not with causal judgments in the Not Causal
condition, r = .04, p = .78). Given that there are many differences between these samples,
including the population and time the study was run, we hesitate to make strong inferences
about why the correlations between pre-existing beliefs and judgments emerged in different
conditions. Nonetheless, the results converge on the finding that people are less likely to make
the predicted causal judgments when the implied counterfactual outcome goes against their
prior beliefs.

1.3. Supplemental study

We report the results of a supplemental study (N = 43 U.S. college students) that addressed
several alternative explanations. Similar to Study 1, this supplemental study presented a graph
of five trajectories (one target town, four comparison cases that implied different counterfac-
tual outcomes) and participants (a) rated whether a public health intervention implemented
in the target town caused their trajectory and (b) made counterfactual judgments about what
would have happened without intervention.

However, there were several important differences. First, we presented a different soci-
etal problem (a novel insect infestation and population rates of insect bites) and a differ-
ent public health intervention (evacuation from the town), which allowed us to test for the
generalizability of the effect. Second, while we presented a target trajectory (Hillsbrook,
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Fig. 3. Causal and Not Causal condition in the supplemental study.

Pennsylvania, whose population evacuated) and four trajectories that could be used to gen-
erate the counterfactual (towns which delayed evacuation; two other towns in Pennsylva-
nia: Allensville, Pennsylvania; Johnston, Pennsylvania; and two towns in Southeast Asia:
Kapung, Indonesia; Dima, Malaysia), the study did not emphasize any of the cases to par-
ticipants. Instead, we examined whether participants would spontaneously privilege the data
that offered a better-controlled comparison (i.e., other Pennsylvanian towns over Southeast
Asian towns). Here, the Causal condition was the version in which the other Pennsylvanian
towns indicated that Hillsbrook’s insect bite trajectory would have been worse without evacu-
ation (while the Southeast Asian towns suggested it would have stayed low regardless), while
the Not Causal condition was the version in which the other Pennsylvanian towns indicated
that Hillsbrook’s insect bite trajectory would have stayed low regardless (while the South-
east Asian towns suggested it would have been worse). Third, the shapes of the trajectories
were different, which allowed us to generalize the findings to unique patterns of data. Finally,
we did not provide any graph training prior to presenting the graph, which allowed us to
better understand how people may use this information in the real world, in the absence
of scaffolding. See Fig. 3 for the data that were presented in the Causal and Not Causal
conditions.

Despite these differences with Study 1, the results of the supplemental study were essen-
tially the same. As shown in Fig. 4, we found that participants’ causal judgments were signif-
icantly higher in the Causal condition relative to the Not Causal condition, B = 24.16, SE =
9.60, p =.02,95% CI [4.76, 43.55], B = .37, indicating that participants spontaneously priv-
ilege more relevant comparison cases (i.e., other Pennsylvanian towns) when making causal
judgments. We also found that participants in the Causal condition made stronger counterfac-
tual judgments that rates of insect bites would have been worse had Hillsbrook not evacuated
(measured with a continuous scale), B = 22.82, SE = 8.30, p = .01, 95% CI [6.05, 39.58],
B = .39. Finally, participants’ causal and counterfactual judgments were highly correlated, r
= .76, p < .001, again providing support for the counterfactual account of causal judgment.
In combination with Study 1, these data indicate that, regardless of the domain, emphasis on
certain comparison cases, trajectory shape, and graph training, people’s societal causal judg-
ments are influenced by (relevant) comparison cases that indicate a certain counterfactual
outcome.
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Fig. 4. Participants’ causal and counterfactual judgments about the public policy in the supplemental study. Raw
data (from orange to blue), means (in green), and 95% ClIs around the condition means are graphed.

1.4. Study 1 discussion

Results from Study 1 support our proposal that emphasizing comparisons to imply different
counterfactual outcomes produces opposing societal causal judgments. Participants in the
Causal condition overwhelmingly endorsed the effectiveness of Policy A, while many in the
Not Causal condition rejected Policy A’s causal impact.

Our results also provide support for the counterfactual account of causal judgment. Despite
the strong temporal covariation between Policy A’s implementation and Hawaii’s subsequent
change in trajectory, we found that participants’ causal judgments tracked whether the com-
parison cases implied the counterfactual that this change would or would not have happened
without intervention. It was also possible that all participants would reject Policy A’s causal
impact, given that all comparison cases were visually present, including those that provided
counterevidence against the policy’s effectiveness. Yet, the robust condition effect suggests
that people are not only sensitive to implied counterfactual outcomes, but that they privilege
the comparison cases that introduce fewer confounds. Although there was some evidence that
people’s prior beliefs relate to their acceptance of this information, overall, we find that peo-
ple’s societal causal judgments are impacted by which counterfactual outcomes are implied.

Importantly, we are not suggesting that counterfactual accounts replace other accounts of
causal judgment, such as those emphasizing people’s attention to covariation (Cheng, 1997;
see also Gong & Bramley, 2023; Griffiths & Tenenbaum, 2005, 2009; Lu, Yuille, Liljeholm,
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Cheng, & Holyoak, 2008). Indeed, it is likely that counterfactual and covariation information
within the relevant region jointly influenced people’s causal judgments. Moreover, it is possi-
ble that people’s causal judgments would have been even more polarized (i.e., weaker in the
Not Causal condition) if the temporal covariation information in our study did not so strongly
indicate causality across both conditions.

2. Study 2

While Study 1 established people’s sensitivity to comparison cases, Study 2 tested whether
people are aware that they can use this approach to manipulate others’ causal judgments to
support a particular agenda. If so, this would provide further evidence that manipulations of
counterfactual reasoning may be an important mechanism underlying belief polarization. To
test this hypothesis, a new sample of participants was given the same information presented in
Study 1 (i.e., target Hawaii data and data on counterfactuals that either supported or provided
evidence against a causal relationship) and told to imagine that they were politicians who are
either in favor of or in opposition to the policy. We were interested in whether people would
selectively show comparison cases that imply the counterfactual outcome supporting their
assigned policy preference. This study was conducted in January 2022 (college sample) and
replicated in April 2023 (Prolific sample).

2.1. Method

2.1.1. Participants

Participants were a sample of 120 undergraduate students (101 women, 18 men, 1 did not
report; 69 Asian, 16 White, 14 Latine/x, 14 Mixed, 2 Middle Eastern or North African, 2
Black) who attended a large, public university in the West Coast region of the United States,
as well 120 participants recruited from Prolific (M, = 43 years, SD = 13; 61 women, 57
men, 1 nonbinary, 1 reported “other”; 73 White, 24 Black, 16 Latine/x, 3 Mixed, 1 Asian, 3
did not report). This sample size (n = 120) was based on a power analysis in G¥*Power (Faul
et al., 2009) that indicated we would need 61 participants to detect a medium to large effect
size (w = .40) of study condition with a power of .80 and alpha level of .05. We roughly
doubled this sample size to allow for exploratory analyses. An additional 39 participants (19
college, 20 Prolific) were dropped due to failing at least one of the comprehension checks.

Similar to Study 1, college participants were more liberal in their political orientation (12
extremely liberal, 36 liberal, 24 slightly liberal, 17 moderate, 3 slightly conservative, 4 con-
servative, 19 did not identify with a political orientation, 5 did not report). Prolific participants
were more politically diverse (25 extremely liberal, 31 liberal, 13 slightly liberal, 8 moderate,
8 slightly conservative, 26 conservative, 9 extremely conservative) and were also diverse with
respect to educational attainment (40 high school diploma, 16 associate’s or technical degree,
3 some college, 46 bachelor’s degree, 12 master’s degree, 3 professional degree). The median
self-reported income among Prolific participants was $50,000.
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Which of the following graphs would you show on the nightly news to show that it [worked/did not work]?
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Fig. 5. Dependent measure for Study 2. Participants selected which type of data to use to support their causal
claim.

2.1.2. Procedure

The full procedure for Study 2 appears in the online Appendix. Study 2 used a similar
design as Study 1: Participants first completed location and graph comprehension training
modules and received corrective feedback. Participants then read the novel virus news story,
which again included attention checks with corrective feedback. Rather than making causal
judgments, however, participants were randomly assigned to a motivated reasoning condition,
in which they were prompted to imagine themselves as a politician who either (a) strongly
believed that Policy A would be effective (Motivated to Support condition), or (b) strongly
believed that Policy A would be ineffective (Motivated to Reject condition). Participants were
then given the graph with the data for all five locations. After being prompted to describe the
data in their own words, they selected which data to show on the nightly news to support their
assigned position.

2.1.3. Dependent measure

Participants were allowed to show one of four figures on the nightly news: (a) Target only,
(b) Target + Supporting Comparisons, (c) Target 4+ Rejecting Comparisons, and (d) Target
+ All Comparisons (note that the graphs were not labeled with these titles; see Fig. 5). We
were interested in whether participants would use comparison cases to their advantage, such
that they would choose to show supporting comparison cases implying the counterfactual that
virus cases would have been worse in the Motivated to Support condition (i.e., Option B),
but would show the rejecting comparison cases implying that the counterfactual that virus
cases would have declined anyway in the Motivated to Reject condition (i.e., Option C). We
also included an option that only showed the declining trend of Hawaii (i.e., Option A) to
assess whether participants prefer to include comparison cases when given the choice not to
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Fig. 6. Participants’ data selection based on their motivation to support or reject a policy, split by sample (college
vs. Prolific).

do so. This was particularly of interest for the Causal condition, in which showing Option
A would also suggest a causal relationship due to the strong temporal covariation between
policy implementation and virus cases.

We asked participants to justify their data selections, with the question: “Imagine that some-
one saw all of the data for all 5 cities and asked you to explain why you chose to show this
particular graph. What would you say to justify your decision?”” We were interested in whether
participants would spontaneously generate post hoc justifications that had characteristics of
Study 1’s manipulation, such as claiming that Hawaii is more similar to other U.S. states than
to other islands, and thus the U.S. states provide the most relevant comparison case.

As in Study 1, all participants completed a final set of manipulation check questions and
demographic information. Participants needed to pass all of the final manipulation check
questions to be included in the analyses (19 college and 20 Prolific participants were dropped).

2.2. Results

Fig. 6 shows people’s data selections by the motivated reasoning condition. Data selections
for both samples varied significantly by condition, college sample: x*(3) = 101.16, p < .001,
Cramer’s V = .92; Prolific sample: X2(3) = 64.21, p < .001, Cramer’s V = .73. Partici-
pants most commonly chose one of the two data options that selectively showed comparison
cases (Options B or C; 91% of college students’ selections; 61% of Prolific adults’ selections),
whereas 6% of college students and 35% of Prolific adults chose to show all comparison cases
(mostly in the Motivated to Reject condition), and 3% of college students and 4% of Prolific
adults chose to show only what happened in Hawaii (mostly in the Motivated to Support
condition). Before describing the condition effects—which were robust across samples—we
note that more Prolific adults showed all of the data compared to the college students (e.g.,
0 college students showed all of the data in the Motivated to Support condition, while 18
Prolific adults did), with some of these participants expressing concerns about hiding infor-
mation. For example, one Prolific participant stated, “This is the information we have and
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need to judge on. To show only some of the datapoints would [be] using partial data in order
to lie.” Nonetheless, the majority of participants from both samples selectively highlighted
comparison cases in ways that aligned with the condition manipulation.

We next ran two sets of logistic regressions: one that predicted selecting the supporting
comparison cases (Option B), and one that predicted selecting the rejecting comparison cases
(Option C). As hypothesized, participants in the Motivated to Support condition were more
likely to show the supporting comparison cases than participants in the Motivated to Reject
condition, college sample: B =5.15, SE=0.74, p < .001, 95% CI [3.85, 6.80], OR = 173.16,
Prolific sample: B = 4.50, SE = 1.04, p < .001, 95% CI [2.88, 7.41], OR = 90.38. Also as
expected, participants in the Motivated to Reject condition were more likely to show the
rejecting comparison cases than participants in the Motivated to Support condition, college
sample: B = 5.57, SE = 1.06, p < .001, 95% CI [3.90, 8.50], OR = 262.82, Prolific sample:
B=3.64,SE=0.77, p < .001,95% CI [2.35, 5.51], OR = 38.17.

2.2.1. Secondary analyses

We next examined participants’ justifications for the data they chose to show. We were
specifically interested in the participants (91% of college students, 61% of Prolific adults)
who selectively showed comparison cases and whether they would generate post hoc expla-
nations that their selected locations were more similar to Hawaii. Recall that, in this study,
we did not say that the U.S. states or islands were more similar to Hawaii. Nonetheless, 41%
of college participants (n = 45; Cohen’s K = 0.73) and 53% of Prolific adults (n = 39;
Cohen’s K = 0.86) who showed data selectively generated explanations for why the locations
that they highlighted were more relevant. In line with the experimental manipulation used in
Study 1, participants in Study 2 generated reasons why the U.S. states were more relevant
(e.g., “...different countries or regions of the world have different mindsets [e.g., the U.S.
is more individualistic than many other places]...The other locations in different countries
could be taking other measures or have different styles of living that may be affecting their
virus cases, instead of Policy A”). However, they also came up with explanations for why the
islands were more relevant if those data supported their claims (e.g., “Because there’s a dis-
tinct difference in pattern[s] between island regions and non-island regions, so the decrease
is possibly cause[d] by factors that are related to their geography. Therefore, the other two
[U.S.] states that have different geographic conditions do not have the value to be used as a
reference to be compared with the effect of Policy A in Hawaii”).

Finally, we examined the role of prior beliefs (i.e., the average of participants’ political ori-
entation and beliefs about public mandates). As in Study 1, these two beliefs were correlated
in both samples (college: r = .44, p < .001; Prolific: r = .59, p < .001). Prior beliefs did not
predict participants’ data selections in either sample or condition, suggesting that participants
were using their experimentally assigned political view to guide their data selections.

2.3. Study 2 discussion

Study 2 indicates that people will selectively use comparison cases when prompted
to influence others’ causal judgments. Furthermore, participants recognized which cases
strengthen or weaken others’ causal inferences—that is, cases that do or do not imply the
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counterfactual outcome would have been different, respectively. Notably, when asked to
justify their decision to selectively highlight certain cases, people readily came up with
reasons why the comparison case they showed was more relevant than the case they withheld
(e.g., stating how Hawaii is more similar to other U.S. states than to other islands). Thus,
people were able to spontaneously generate the justifications that we used in Study 1 that led
to opposing causal judgments.

3. General discussion

While prior research indicates that people can reach opposing causal judgments because of
disagreements about what actually happened, the current research finds that this can be due to
the fact that people are made to disagree about what would have happened otherwise. More-
over, politically motivated individuals may exacerbate this problem by selectively highlight-
ing comparison cases for others and generating post hoc justifications about the ostensible
relevance of those cases. Notably, these effects were robust across samples of college students
and politically and socioeconomically diverse U.S. adults. These results point to a previously
understudied mechanism of belief polarization—differential counterfactual reasoning—that
is worthy of future investigation, as claims about what would have happened are more diffi-
cult to falsify than claims about what actually happened or what will happen (Teigen, Kanten,
& Terum, 2011).

Theoretically, this study sought to test the extent to which a counterfactual theory of
causal judgment describes people’s reasoning about complex societal events. Study 1 pro-
vided robust evidence that counterfactual reasoning matters in these contexts: Despite the
fact that many participants endorsed the general effectiveness of public policies, and received
information that virus cases declined immediately following policy implementation, they still
tempered their causal judgments if the comparison cases suggested that the decrease would
have occurred without intervention. Thus, our research provides further evidence that coun-
terfactuals underscore people’s causal judgments across domains (Gerstenberg et al., 2017;
Kominsky & Phillips, 2019; Phillips et al., 2015), including complex societal events. More-
over, we found that people privileged the counterfactuals that were more similar to the tar-
get case, suggesting that, like scientists, reasoners seek to reduce confounds (Leatherdale,
2019). This tendency aligns with developmental research finding that even very young learn-
ers already prefer unconfounded evidence when making causal inferences (Koksal, Sodian,
& Legare, 2021; Schulz & Bonawitz, 2007).

Importantly, we also found evidence that people recognize that comparison cases can be
used to persuade others: When reasoning from the perspective of a politician who is motivated
to make a specific causal claim, the majority of participants selectively highlighted cases that
implied the supporting counterfactual. One participant explicitly acknowledged their ability
to deceive others, saying, “If I wanted to be sneaky, I would talk about how I'm referring to
the U.S. and [say that] the decline in [the island] regions may be due to a different, regional
factor.” These findings support functional accounts of counterfactual thinking, which suggest
that people consider alternatives that facilitate their goals (Epstude & Roese, 2011; Roese &
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Epstude, 2017). Here, we showed that flexibility in counterfactual reasoning extends to social
goals such as persuasion.

Given that people can selectively highlight comparison cases to persuade others, it will be
important to assess the downstream consequences for the individuals receiving this evidence.
One possibility is that receivers’ pre-existing beliefs play a role in how likely they are to show
skepticism toward such selective evidence presentation. In line with this possibility, we found
that people were less likely to make the predicted causal judgments when the implied coun-
terfactual contrasted with their prior beliefs. Relatedly, an important future direction would be
to assess people’s counterfactual judgments prior to showing any comparison cases, which
would more directly capture how they simulate the counterfactual on their own. It would
be interesting to assess how these initial judgments interact with the data that is presented
to them, for example, if they become even more resistant to comparison cases that indicate
a different counterfactual outcome. Another possibility is that receivers’ own experience in
selectively presenting comparisons to others might make them more epistemically vigilant
when hearing these kinds of arguments (see Ding, Lim, & Heyman, 2022).

Another important next step in this line of research is to examine how people reason about
more complex, real-world patterns of data. In the current studies, we presented participants
with data on a novel global pandemic that were highly schematic (e.g., there was an immediate
decline in virus cases following intervention). Although we demonstrated in the supplemental
study that the results replicate with a completely different pattern of data (i.e., a curve that
flattens after intervention rather than declines), a more realistic scenario would have a greater
delay in the impact of an intervention, and the curve may flatten and then show a slow decline.
In addition, it would be interesting to ask people directly what patterns of data would indicate
a causal impact of a policy intervention.

While our study focused on a global pandemic, the present account may help to explain
belief polarization about a wide variety of societal problems. Consider, for example, dis-
agreements about whether climate change is caused by human activity versus natural pro-
cesses. Climate change skeptics may point to evidence suggesting the counterfactual that
the climate would have changed regardless of human activity (e.g., data from other points in
history when the climate also changed). In fact, environmental activist websites list such argu-
ments as one of the most common points from climate change skeptics (Rainforest Alliance,
2021). In a similar vein, people may point to different counterfactual outcomes when debat-
ing whether social inequalities are caused by structural constraints versus natural traits of
groups (Amemiya, Mortenson, Heyman, & Walker, 2023). For example, people may argue
that removing structural constraints makes a difference for inequality, while others may point
to instances in which inequality persisted regardless of structural changes. We contend that
our framework is relevant for understanding belief polarization about any societal problem in
which there are competing causal explanations and the counterfactual outcome is uncertain.

3.1. Conclusion

This research sought to explain disagreements in people’s causal judgments about soci-
etal events, such as a public health intervention during a global pandemic. We propose one
mechanism may be that people can be made to have different counterfactuals in mind via
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comparison cases, leading them to make opposing causal judgments. Moreover, motivated
individuals may exacerbate this problem by emphasizing different comparisons. We found
evidence for this hypothesis both in our ability to manipulate participants’ causal judgments
by selectively highlighting comparison cases (Study 1) and in participants’ use of this same
strategy to manipulate others’ judgments (Study 2). This framework offers new insight into
why belief polarization can occur even when people agree on the events that actually hap-
pened and informs our understanding of belief polarization more broadly (Amemiya et al.,
2023).
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